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Lemma 4.56 (Threshold for contractionMinCut)
Let l : N → N a monotonic, increasing function with 1 ≤ l(n) ≤ n. If we stop
contractionMinCut whenever G only has l(n) vertices and determine for the resulting
graph G/F deterministically a minimal cut, then we need time in

O(n2
+ l(n)3)

and we find a minimal cut for G with probability at least
�l(n)

2
�

�n
2
�

�







Karger’s Min-Cut Improved

1 procedure KargerSteinMinCut(G(V, E, c))
2 n � |V |
3 if n ≥ 6
4 compute minimal cut deterministically
5 else
6 h �

�
1 +

n√
2

�
7 G/F1 = Contract random edges in G until h nodes left
8 (C1 , cost1) = KargerSteinMinCut(G/F1)
9 G/F2 = Contract random edges in G until h nodes left

10 (C2 , cost2) = KargerSteinMinCut(G/F2)
11 if cost1 < cost2 return (C1 , cost1) else C2 , cost2)

Theorem 4.57 (KargerSteinMinCut beats deterministic min-cut)
KargerSteinMinCut runs in time O(n2 · log(n)) and finds a minimal cut with probability
Ω( 1

log(n) ). �









5Approximation Algorithms and
Inapproximability





5.1 Introductory Examples





Definition 5.1 (Approximation Ratio)
Let U � (ΣI ,ΣO , L, LI ,M, cost, goal) an optimization problem and algorithms A be
consistent with U. For every x ∈ LI we define the relative error εA(x) of A on x by

εA(x) � |cost(A(x)) − OptU(x)|
OptU(x)

and the approximation ratio RA(x) of A on x by

RA(x) � max
�

cost(A(x))
OptU(x) ,

OptU(x)
costA(x)

�
� 1 + εA(x). �



Theorem 5.2 (Matching is 2-approx for Vertex Cover)
Before algorithm is a 2-approximation algorithm for problem V�����-C����. �










