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Warmup: Rejection Sampling
We assume only random bits. How to simulate a fair (6-sided) die?

1 procedure rollDie:
2 do
3 Draw 3 random bits b2 , b1 , b0
4 n �

�2
i�0 2ibi // Interpret as binary representation of a number in [0 : 7]

5 while (n � 0 ∨ n � 7)
6 return n

Correctness: Every output 1, . . . , 6 equally likely by construction.
Termination: Infinite runs possible! Is that a problem?

Expected Running Time: Leave loop with probability 6
8 �

3
4 in each iteration

� in expectation, only 4
3 �

�
i≥1

i ·
�
1
4

� i−1 3
4 repetitions.

rollDie is a correct and practically efficient algorithm.









4.1 Recap of Probability Theory

Discrete probability space (Ω, Pr):
� Ω � {ω1 , ω2 , . . .} a (finite or) countable set
� Pr : 2Ω → [0, 1] a discrete probability measure, i.e.,

� Pr[Ω] � 1
� Pr[A] � �

ω∈A Pr[ω] � Pr determined by wi � Pr[ωi].

General probability space (Ω,F, Pr):
� Ω is a set of points (the universe)
� F ⊆ 2Ω is a σ-algebra, i.e., (in discrete case: F � 2Ω)

� ∅ ∈ F

� closed under complementation: A ∈ F �⇒ A � Ω \ A ∈ F

� closed under countable union: A1 ,A2 , . . . ∈ F �⇒ �∞
i�1 Ai ∈ F

� Pr : F → [0, 1] is a probability measure, i.e.,
� Pr[Ω] � 1
� If A1 ,A2 , . . . ∈ F are pairwise disjoint then Pr

��∞
i�1 Ai

�
�
�∞

i�1 Pr[Ai]





Events
A ∈ F is called an event of (Ω,F, Pr); also a measurable set.

Basic properties
� Pr

�
A
�
� 1 − Pr[A] counter-probability

� Pr
��

Ai
� ≤ �

i Pr[A] the union bound (a.k.a. Boole’s inequality a.k.a. σ-subadditivity)

� {A1 , . . . ,Ak} (mutually) independent ⇐⇒ Pr
��

i Ai
�
�
�

i Pr[Ai]
An infinite set of events is mutually independent if every finite subset is so.
k-wise independence means that only all size-k subsets are independent.

� conditional probability for A given B: Pr[A | B] � Pr[A ∩ B]� Pr[B]
generally undefined if Pr[B] � 0.

� law of total probability: If Ω � B1 �∪ B2 �∪ · · · is a partition of Ω, then holds

Pr[A] �

�
i

Pr[Bi]�0

Pr[A | Bi] · Pr[Bi].



Random Variables
Random variables (r.v.) X : Ω→ X; often X � R (in general spaces: only measurable functions)

Basic properties and conventions:
� event {X � x} is defined as {ω ∈ Ω : X(ω) � x}.
� For event A define the indicator r.v. 1A via 1A(ω) � [ω ∈ A]
� FX(x) � Pr[X ≤ x] is the cumulative distribution function (CDF).
� X is discrete if X(Ω) � {X(ω) : ω ∈ Ω} is countable.
� for discrete r.v. X define fX(n) � Pr[X � n] the probability mass function (PMF).
� If FX is everywhere differentiable, X is continuous.

Then fX � F�
X is its probability density function.

Independence:
� Consider vector �X � (X1 , . . . ,Xk) as one function from Ω to Rk.

CDF/PMF/PDF of �X is called joint CDF/PMF/PDF of X1 , . . . ,Xk.
� r.v.s independent ⇐⇒ joint PMF/PDF factors:

X and Y independent ⇐⇒ Pr[X � x ∧ Y � y] � Pr[X � x] · Pr[Y � y] for all x, y.







Expectations
Expectation of a X-valued r.v. X, written E[X], is given by

� E[X] � �
x∈X x · fX(x) for discrete X,

� E[X] �
∫

x∈X x · fX(x) dx for continuous X.

� undefined if sum does not converge / integral does not exist.

Properties:
� linearity: E[aX + bY] � aE[X] + bE[Y] (X, Y r.v. and a, b constants)

even if X and Y are not independent
only for finite sums / linear combinations!

� X and Y independent �⇒ E[X · Y] � E[X] · E[Y].



Conditional Expectation
Similar to conditional probability, we can define condition expectation.

� conditional expectation on event E[X | A] �
�

x Pr[X � x | A] for discrete X.
for general A, continuous definition problematic

� conditional expectation on {Y � y}, written E[X | Y � y].
� for discrete X and Y

E[X | Y � y] �

�
x∈X

x · Pr
�
X � x | {Y � y}�

� for continuous X and Y, use the joint density f(X,Y) and define the marginal density of Y as
fY(y) �

∫
X

f (x, y) dx. Then

E[X | Y � y] �

�
X

x · fX|Y(x, y) dx with fX|Y(x, y) �
f(X,Y)(x, y)

fY(y)

� With g(y) � E[X | Y � y] we obtain a new r.v. E[X | Y] � g(Y).
� law of total expectation: E[X] � E

�
E[X | Y]� .


