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Possible Extensions
� (constant) coefficients cj · Tn−dj in recurrence

� different characteristic polynomial, same ideas
� any recurrence that leads to a representation of the generating function as a singular

expansion around the dominant singularity.
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� much more! � analytic combinatorics







3.6 Lower Bounds by ETH

Definition 3.47 (Exponential-Time Hypothesis)
The Exponential-Time Hypothesis (ETH) asserts that there is a constant ε > 0 so that every
algorithm for p-3SAT requires Ω(2εk) time, where k is the number of variables. �

Alternative formulations:
� There is a δ > 0 so that every 3-SAT algorithm needs Ω((1 + δ)k) time.
� There is no 2o(k)-time algorithm for 3-SAT.
� There is no subexponential-time algorithm for 3-SAT.

Idea: Show that solving X in time f (k, n) implies a O(2εknc) algorithm for 3SAT for all � > 0.
� unless ETH fails, no such f (k, n)-time algorithm for X exists.

Problem: Need a reduction that preserves parameter k.



Recap: Reduction from 3SAT to Vertex Cover



Lemma 3.48 (Sparsification Lemma)
For all ε > 0, there is a constant K so that we can compute for every formula ϕ in 3-CNF
with n clauses over k variables an equivalent formula

�t
i�1 ψi where each ψi is in 3-CNF

and over the same n variables and has ≤ Kn clauses. Moreover, t ≤ 2εk and the
computation takes O(2εknc) time. �

Rough Idea:
Iteratively remove sunflowers by retaining only the heart or only the petals.



Theorem 3.49 (Lower Bound by Size)
Unless ETH fails, there is a constant c > 0 so that every algorithm for p-3SAT needs time
Ω(2c(n+k)) where n is the number of clauses and k is the number of variables. �





Theorem 3.50 (No Subexponential Algorithm Vertex Cover)
Unless ETH fails, there is a constant c > 0 so that every algorithm for p-V�����-C����
needs time Ω(2ck). �



Theorem 3.51 (Lower Bound Closest String)
Unless ETH fails, there is a constant c > 0 so that every algorithm for p-C������-S�����
needs time Ω(2c(k ln k)) � Ω(kck). �
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