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3.1 Problem Kernels





Definition 3.27 (Kernalization)
Let (L, κ) be a parameterized problem. A function K : Σ�→ Σ� is kernelization of L w.r.t. κ
if it maps any x ∈ L to an instance x� � K(x) with k� � κ(x�) so that

1. (self-reduction) x ∈ L ⇐⇒ x� ∈ L
2. (poly-time) K is computable in poly-time.
3. (kernel-size) |x� | ≤ g(k) for some computable function g

We call x� the (problem) kernel of x and g the size of the problem kernel. �



Theorem 3.28 (Buss’s Reduction is Kernelization)
Buss’ reduction yields a kernelization for p-V�����-C���� with kernel size O(k2). �



Theorem 3.29 (FPT ↔ kernel)
A computable, parameterized problem (L, κ) is fixed-parameter tractable if and only if
there is a kernelization for L w.r.t. κ. �





Theorem 3.30 (Kernel for Max-SAT)
p-M��-SAT has a problem kernel of size O(k2) which can be constructed in linear time. �







Vertex Cover as (Integer) Linear Program
Consider optimization version of V�����-C����:
Given: Graph G � (V, E)
Goal: Vertex cover of G with minimal cardinality.

� equivalent to the following linear program
min

�
v∈V xv

s. t. xu + xv ≥ 1 for all {u, v} ∈ E
xv ∈ {0, 1} for all v ∈ V

Consider relaxation to xv ∈ R, xv ≥ 0.
� LP that can by solved in poly-time.

For an optimal solution �x of the relaxation, we define

I0 � {v ∈ V : xv < 1
2 }

V0 � {v ∈ V : xv �
1
2 }

C0 � {v ∈ V : xv > 1
2 }



Theorem 3.31 (Kernel for Vertex Cover)
Let (G � (V, E), k) an instance of p-V�����-C����.

1. There exists a minimal vertex cover S with C0 ⊆ S and S ∩ I0 � ∅.
2. V0 implies a problem kernel

�
G[V0], k − |C0 |

�
with |V0 | ≤ 2k.

Here G[V0] is the induced subgraph of V0 in G.





We apply the above reduction iteratively,
until  the optimal x = (0.5,...,0.5)

(with k nodes) 



3.2 Depth-Bounded Exhaustive Search


